**Programming Assignment #2**

**1.** In this programming problem and the next you'll code up the clustering algorithm from lecture for computing a max-spacing *k*-clustering.

Download the text file below.

**clustering1**

TXT File

[Download file](https://d3c33hcgiwev3.cloudfront.net/_fe8d0202cd20a808db6a4d5d06be62f4_clustering1.txt?Expires=1634860800&Signature=ior5horqzKHGu-Gc43DRizx333-y0ts0TZL1lJy9YB3vLgM8m6wDhUJ5dOcMOFAdNHcDCdimxKNJlVx7clEGSvPYqSmeWiYOotRgX~zbd-~FjyUwZsXWoa~~~HTkTjGF~ZrjODSyKOipwoSzfaGi7vgWnuOavn4dxD~mwtVbHnk_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A" \t "_blank)

This file describes a distance function (equivalently, a complete graph with edge costs). It has the following format:

[number\_of\_nodes]

[edge 1 node 1] [edge 1 node 2] [edge 1 cost]

[edge 2 node 1] [edge 2 node 2] [edge 2 cost]

...

There is one edge (*i*,*j*) for each choice of 1 ≤ *i* < *j* ≤ *n*, where *n* is the number of nodes.

For example, the third line of the file is "1 3 5250", indicating that the distance between nodes 1 and 3 (equivalently, the cost of the edge (1,3)) is 5250. You can assume that distances are positive, but you should NOT assume that they are distinct.

Your task in this problem is to run the clustering algorithm from lecture on this data set, where the target number *k* of clusters is set to 4. What is the maximum spacing of a 4-clustering?

ADVICE: If you're not getting the correct answer, try debugging your algorithm using some small test cases. And then post them to the discussion forum!

**2.** In this question your task is again to run the clustering algorithm from lecture, but on a MUCH bigger graph. So big, in fact, that the distances (i.e., edge costs) are only defined *implicitly*, rather than being provided as an explicit list.

The data set is below.

**clustering\_big**

TXT File

[Download file](https://d3c33hcgiwev3.cloudfront.net/_fe8d0202cd20a808db6a4d5d06be62f4_clustering_big.txt?Expires=1634860800&Signature=gCcMf2loooZnVKVtGRSKdapChSJ9eshG8H09nHL3jfha2PvGgOh4fgTPUEACHPZmgu-d~eLD4U714q-HMNnuMJBhkO33xVXIDMqVSV2IUVfNOqZ1S2QmHgHcmLWwLBAnSjhlEmEw6RlpWN-vLaqP-9phnwgpNc9S-iIzQm1v8N8_&Key-Pair-Id=APKAJLTNE6QMUY6HBC5A" \t "_blank)

The format is:

[# of nodes] [# of bits for each node's label]

[first bit of node 1] ... [last bit of node 1]

[first bit of node 2] ... [last bit of node 2]

...

For example, the third line of the file "0 1 1 0 0 1 1 0 0 1 0 1 1 1 1 1 1 0 1 0 1 1 0 1" denotes the 24 bits associated with node #2.

The distance between two nodes *u* and *v* in this problem is defined as the *Hamming distance*--- the number of differing bits --- between the two nodes' labels. For example, the Hamming distance between the 24-bit label of node #2 above and the label "0 1 0 0 0 1 0 0 0 1 0 1 1 1 1 1 1 0 1 0 0 1 0 1" is 3 (since they differ in the 3rd, 7th, and 21st bits).

The question is: what is the largest value of *k* such that there is a *k*-clustering with spacing at least 3? That is, how many clusters are needed to ensure that no pair of nodes with all but 2 bits in common get split into different clusters?

NOTE: The graph implicitly defined by the data file is so big that you probably can't write it out explicitly, let alone sort the edges by cost. So you will have to be a little creative to complete this part of the question. For example, is there some way you can identify the smallest distances without explicitly looking at every pair of nodes?